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Abstract. We study the question of realisability of iterated higher Whitehead prod-
ucts with a given form of nested brackets by simplicial complexes, using the notion of
the moment-angle complex 𝒵𝒦. Namely, we say that a simplicial complex 𝒦 realises
an iterated higher Whitehead product 𝑤 if 𝑤 is a nontrivial element of 𝜋*(𝒵𝒦). The
combinatorial approach to the question of realisability uses the operation of substitution
of simplicial complexes: for any iterated higher Whitehead product 𝑤 we describe a
simplicial complex 𝜕Δ𝑤 that realises 𝑤. Furthermore, for a particular form of brackets
inside 𝑤, we prove that 𝜕Δ𝑤 is the smallest complex that realises 𝑤. We also give a
combinatorial criterion for the nontriviality of the product 𝑤. In the proof of nontriv-
iality we use the Hurewicz image of 𝑤 in the cellular chains of 𝒵𝒦 and the description
of the cohomology product of 𝒵𝒦. The second approach is algebraic: we use the coalge-
braic versions of the Koszul and Taylor complex for the face coalgebra of 𝒦 to describe
the canonical cycles corresponding to iterated higher Whitehead products 𝑤. This gives
another criterion for realisability of 𝑤.
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1. Introduction

Higher Whitehead products are important invariants of unstable homotopy type. They
have been studied since the 1960s in the works of homotopy theorists such as Hardie [Ha],
Porter [Po] and Williams [Wi].

The appearance of moment-angle complexes and, more generally, polyhedral products
in toric topology at the end of the 1990s brought a completely new perspective on higher
homotopy invariants such as higher Whitehead products. The homotopy fibration of
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polyhedral products

(1.1) (𝐷2, 𝑆1)𝒦 → (C𝑃∞)𝒦 → (C𝑃∞)𝑚

was used as the universal model for studying iterated higher Whitehead products in [PR].
Here (𝐷2, 𝑆1)𝒦 = 𝒵𝒦 is the moment-angle complex, and (C𝑃∞)𝒦 is homotopy equivalent
to the Davis–Januszkiewicz space [BP1, BP2]. The form of nested brackets in an iterated
higher Whitehead product is reflected in the combinatorics of the simplicial complex 𝒦.

There are two classes of simplicial complexes 𝒦 for which the moment-angle complex
is particularly nice. From the geometric point of view, it is interesting to consider com-
plexes 𝒦 for which 𝒵𝒦 is a manifold. This happens, for example, when 𝒦 is a simplicial
subdivision of sphere or the boundary of a polytope. The resulting moment-angle mani-
folds 𝒵𝒦 often have remarkable geometric properties [Pa]. On the other hand, from the
homotopy-theoretic point of view, it is important to identify the class of simplicial com-
plexes 𝒦 for which the moment-angle complex 𝒵𝒦 is homotopy equivalent to a wedge of
spheres. We denote this class by 𝐵Δ. The spheres in the wedge are usually expressed in
terms of iterated higher Whitehead products of the canonical 2-spheres in the polyhedral
product (C𝑃∞)𝒦. We denote by 𝑊Δ the subclass in 𝐵Δ consisting of those 𝒦 for which
𝒵𝒦 is a wedge of iterated higher Whitehead products. The question of describing the class
𝑊Δ was studied in [PR] and formulated explicitly in [BP2, Problem 8.4.5]. It follows from
the results of [PR] and [GPTW] that 𝑊Δ = 𝐵Δ if we restrict attention to flag simplicial
complexes only, and a flag complex 𝒦 belongs to 𝑊Δ if and only if its one-skeleton is a
chordal graph. Furthermore, it is known that 𝑊Δ contains directed 𝑀𝐹 -complexes [GT],
shifted and totally fillable complexes [IK1, IK2]. On the other hand, it has been recently
shown in [Ab] that the class 𝑊Δ is strictly contained in 𝐵Δ. There is also a related
question of realisability of an iterated higher Whitehead product 𝑤 with a given form of
nested brackets: we say that a simplicial complex 𝒦 realises an iterated higher Whitehead
product 𝑤 if 𝑤 is a nontrivial element of 𝜋*(𝒵𝒦) (see Definition 2.2). For example, the
boundary of simplex 𝒦 = 𝜕∆(1, . . . ,𝑚) realises a single (non-iterated) higher Whitehead
product [𝜇1, . . . , 𝜇𝑚], which maps 𝒵𝒦 = 𝑆2𝑚−1 into the fat wedge (C𝑃∞)𝒦.

We suggest two approaches to the questions above. The first approach is combinato-
rial: using the operation of substitution of simplicial complexes (Section 4), for any iter-
ated higher Whitehead product 𝑤 we describe a simplicial complex 𝜕∆𝑤 that realises 𝑤
(Theorem 5.1). Furthermore, for a particular form of brackets inside 𝑤, we prove in Theo-
rem 5.2 (a) that 𝜕∆𝑤 is the smallest complex that realises 𝑤. We also give a combinatorial
criterion for the nontriviality of the product 𝑤 (Theorem 5.2 (b)). In the proof of nontriv-
iality we use the Hurewicz image of 𝑤 in the cellular chains of 𝒵𝒦 and the description of
the cohomology product of 𝒵𝒦 from [BP1]. Theorems 5.1, 5.2 and further examples not
included in this paper lead us to conjecture that 𝜕∆𝑤 is the smallest complex realising 𝑤,
for any iterated higher Whitehead product (see Problem 5.5).

The second approach is algebraic: we use the coalgebraic versions of the Koszul complex
and the Taylor resolution of the face coalgebra of 𝒦 to describe the canonical cycles
corresponding to iterated higher Whitehead products 𝑤. This gives another criterion for
realisability of 𝑤 in Theorem 7.1.

2. Preliminaries

A simplicial complex 𝒦 on the set [𝑚] = {1, 2, . . . ,𝑚} is a collection of subsets 𝐼 ⊂ [𝑚]
closed under taking any subsets. We refer to 𝐼 ∈ 𝒦 as a simplex or a face of 𝒦, and always
assume that 𝒦 contains ∅ and all singletons {𝑖}, 𝑖 = 1, . . . ,𝑚. We do not distinguish
between 𝒦 and its geometric realisation when referring to the homotopy or topological
type of 𝒦.
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We denote by ∆𝑚−1 or ∆(1, . . . ,𝑚) the full simplex on the set [𝑚]. Similarly, denote by
∆(𝐼) a simplex with the vertex set 𝐼 ⊂ [𝑚] and denote its boundary by 𝜕∆(𝐼). A missing
face, or a minimal non-face of 𝒦 is a subset 𝐼 ⊂ [𝑚] such that 𝐼 /∈ 𝒦, but 𝜕∆(𝐼) ⊂ 𝒦.

Assume we are given a set of 𝑚 pairs of based cell complexes

(𝑋,𝐴) = {(𝑋1, 𝐴1), . . . , (𝑋𝑚, 𝐴𝑚)}

where 𝐴𝑖 ⊂ 𝑋𝑖. For each simplex 𝐼 ∈ 𝒦 we set

(𝑋,𝐴)𝐼 = {(𝑥1, . . . , 𝑥𝑚) ∈ 𝑋1 × · · · ×𝑋𝑚 | 𝑥𝑗 ∈ 𝐴𝑗 for 𝑗 /∈ 𝐼}.

The polyhedral product of (𝑋,𝐴) corresponding to𝒦 is the following subset of𝑋1×· · ·×𝑋𝑚:

(𝑋,𝐴)𝒦 =
⋃︁
𝐼∈𝒦

(𝑋,𝐴)𝐼 (⊂ 𝑋1 × · · · ×𝑋𝑚).

In the case when (𝑋𝑖, 𝐴𝑖) = (𝐷2, 𝑆1) for each 𝑖, we use the notation 𝒵𝒦 for (𝐷2, 𝑆1)𝒦,
and refer to 𝒵𝒦 = (𝐷2, 𝑆1)𝒦 as the moment-angle complex. Also, if (𝑋𝑖, 𝐴𝑖) = (𝑋, pt) for
each 𝑖, where pt denotes the basepoint, we use the abbreviated notation 𝑋𝒦 for (𝑋, pt)𝒦.

Theorem 2.1 ([BP2, Theorem 4.3.2]). The moment-angle complex 𝒵𝒦 is the homotopy
fibre of the canonical inclusion (C𝑃∞)𝒦 →˓ (C𝑃∞)𝑚.

There is also the following more explicit description of the fibre inclusion 𝒵𝒦 → (C𝑃∞)𝒦

in (1.1). Consider the map of pairs (𝐷2, 𝑆1)→ (C𝑃∞, 𝑝𝑡) sending the interior of the disc
homeomorphically onto the complement of the basepoint in C𝑃 1. By the functoriality, we
have the induced map of the polyhedral products 𝒵𝒦 = (𝐷2, 𝑆1)𝒦 → (C𝑃∞)𝒦.

The general definition of higher Whitehead products can be found in [Ha]. We only
describe Whitehead products in the space (C𝑃∞)𝒦 and their lifts to 𝒵𝒦. In this case
the indeterminacy of higher Whitehead products can be controlled effectively because
extension maps can be chosen canonically.

Consider the 𝑖th coordinate map

𝜇𝑖 : (𝐷2, 𝑆1)→ 𝑆2 ∼= C𝑃 1 →˓ (C𝑃∞)∨𝑚 →˓ (C𝑃∞)𝒦.

Here the second map is the canonical inclusion of C𝑃 1 into the 𝑖-th summand of the wedge.
The third map is induced by the embedding of 𝑚 disjoint points into 𝒦. The Whitehead
product (or Whitehead bracket) [𝜇𝑖, 𝜇𝑗 ] of 𝜇𝑖 and 𝜇𝑗 is the homotopy class of the map

𝑆3 ∼= 𝜕𝐷4 ∼= 𝜕(𝐷2 ×𝐷2) ∼= (𝐷2 × 𝑆1) ∪ (𝑆1 ×𝐷2)
[𝜇𝑖,𝜇𝑗 ]−−−−→ (C𝑃∞)𝒦

where

[𝜇𝑖, 𝜇𝑗 ](𝑥, 𝑦) =

{︃
𝜇𝑖(𝑥) for (𝑥, 𝑦) ∈ 𝐷2 × 𝑆1;

𝜇𝑗(𝑦) for (𝑥, 𝑦) ∈ 𝑆1 ×𝐷2.

Every Whitehead product [𝜇𝑖, 𝜇𝑗 ] becomes trivial after composing with the embedding
(C𝑃∞)𝒦 →˓ (C𝑃∞)𝑚 ≃ 𝐾(Z𝑚, 2). This implies that [𝜇𝑖, 𝜇𝑗 ] : 𝑆

3 → (C𝑃∞)𝒦 lifts to the
fibre 𝒵𝒦, as shown next:

𝒵𝒦 (C𝑃∞)𝒦 (C𝑃∞)𝑚

𝑆3

[𝜇𝑖,𝜇𝑗 ]

We use the same notation [𝜇𝑖, 𝜇𝑗 ] for a lifted map 𝑆3 → 𝒵𝒦. Such a lift can be chosen
canonically as the inclusion of a subcomplex

[𝜇𝑖, 𝜇𝑗 ] : 𝑆
3 ∼= (𝐷2 × 𝑆1) ∪ (𝑆1 ×𝐷2) →˓ 𝒵𝒦.



4 SEMYON ABRAMYAN AND TARAS PANOV

The Whitehead product [𝜇𝑖, 𝜇𝑗 ] is trivial if and only if the map [𝜇𝑖, 𝜇𝑗 ] : 𝑆
3 → 𝒵𝒦 can

be extended to a map 𝐷4 ∼= 𝐷2
𝑖 × 𝐷2

𝑗 →˓ 𝒵𝒦. This is equivalent to the condition that

∆(𝑖, 𝑗) = {𝑖, 𝑗} is a 1-simplex of 𝒦.
Higher Whitehead products are defined inductively as follows. Let 𝜇𝑖1 , . . . , 𝜇𝑖𝑛 be a

collection of maps such that the (𝑛− 1)-fold product

[𝜇𝑖1 , . . . , ̂︁𝜇𝑖𝑘 , . . . , 𝜇𝑖𝑛 ] : 𝑆2(𝑛−1)−1 → (C𝑃∞)𝒦

is trivial for any 𝑘. Then there exists a canonical extension [𝜇𝑖1 , . . . , ̂︁𝜇𝑖𝑘 , . . . , 𝜇𝑖𝑛 ] to a map

from 𝐷2(𝑛−1) given by the composite

[𝜇𝑖1 , . . . , ̂︁𝜇𝑖𝑘 , . . . , 𝜇𝑖𝑛 ] : 𝐷2
𝑖1 × · · · ×𝐷

2
𝑖𝑘−1
×𝐷2

𝑖𝑘+1
× · · · ×𝐷2

𝑖𝑛 →˓ 𝒵𝒦 → (C𝑃∞)𝒦.

Furthermore, all these extensions are compatible on the subproducts corresponding to the
vanishing brackets of shorter length. The 𝑛-fold product [𝜇𝑖1 , . . . , 𝜇𝑖𝑛 ] is defined as the
homotopy class of the map

𝑆2𝑛−1 ∼= 𝜕(𝐷2
𝑖1 × · · · ×𝐷

2
𝑖𝑛) ∼=

𝑛⋃︁
𝑘=1

(𝐷2
𝑖1 × · · · × 𝑆

1
𝑖𝑘
× · · · ×𝐷2

𝑖𝑛)
[𝜇𝑖1 ,...,𝜇𝑖𝑛 ]−−−−−−−→ (C𝑃∞)𝒦

which is given by

[𝜇𝑖1 , . . . , 𝜇𝑖𝑛 ](𝑥1, . . . , 𝑥𝑛) = [𝜇𝑖1 , . . . , ̂︀𝜇𝑖𝑘 , . . . , 𝜇𝑖𝑛 ](𝑥1, . . . , ̂︀𝑥𝑘, . . . , 𝑥𝑛) if 𝑥𝑘 ∈ 𝑆1
𝑖𝑘
.

In Proposition 3.3 below we show that [𝜇𝑖1 , . . . , 𝜇𝑖𝑝 ] is defined in 𝜋2𝑝−1((C𝑃∞)𝒦) if
and only if 𝜕∆(𝑖1, . . . , 𝑖𝑝) is a subcomplex of 𝒦, and [𝜇𝑖1 , . . . , 𝜇𝑖𝑝 ] is trivial if and only if
∆(𝑖1, . . . , 𝑖𝑝) is a simplex of 𝒦.

Alongside with higher Whitehead products of canonical coordinate maps 𝜇𝑖 we consider
general iterated higher Whitehead products, i. e. higher Whitehead products in which
arguments can be higher Whitehead products. For example,[︁

𝜇1, 𝜇2, [𝜇3, 𝜇4, 𝜇5],
[︀
𝜇6, 𝜇13, [𝜇7, 𝜇8, 𝜇9], 𝜇10

]︀
, [𝜇11, 𝜇12]

]︁
.

Among general iterated higher Whitehead products we distinguish nested products, which
have the form

𝑤 =
[︁[︀
. . .
[︀
[𝜇𝑖11 , . . . , 𝜇𝑖1𝑝1 ], 𝜇𝑖21 , . . . , 𝜇𝑖2𝑝2

]︀
, . . .

]︀
, 𝜇𝑖𝑛1 , . . . , 𝜇𝑖𝑛𝑝𝑛

]︁
: 𝑆𝑑(𝑤) → (C𝑃∞)𝒦.

Here 𝑑(𝑤) denotes the dimension of 𝑤. Sometimes we refer to [𝜇𝑖1 , . . . , 𝜇𝑖𝑝 ] as a single
(noniterated) higher Whitehead product.

As in the case of ordinary Whitehead products any iterated higher Whitehead product
lifts to a map 𝑆𝑑(𝑤) → 𝒵𝒦 for dimensional reasons.

Definition 2.2. We say that a simplicial complex 𝒦 realises a higher iterated Whitehead
product 𝑤 if 𝑤 is a nontrivial element of 𝜋*(𝒵𝒦).

Example 2.3. The complex 𝜕∆(𝑖1, . . . , 𝑖𝑝) realises the single higher Whitehead product
[𝜇𝑖1 , . . . , 𝜇𝑖𝑝 ].

Construction 2.4 (cell decomposition of 𝒵𝒦). Following [BP2, S4.4], we decompose the
disc 𝐷2 into 3 cells: the point 1 ∈ 𝐷2 is the 0-cell; the complement to 1 in the boundary
circle is the 1-cell, which we denote by 𝑆; and the interior of 𝐷2 is the 2-cell, which we
denote by 𝐷. These cells are canonically oriented as subsets of R2. By taking products we
obtain a cellular decomposition of (𝐷2)𝑚, in which cells are encoded by pairs of subsets
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𝐽, 𝐼 ⊂ [𝑚] with 𝐽 ∩ 𝐼 = ∅: the set 𝐽 encodes the 𝑆-cells in the product and 𝐼 encodes the
𝐷-cells. We denote the cell of (𝐷2)𝑚 corresponding to a pair 𝐽, 𝐼 by κ(𝐽, 𝐼):

κ(𝐽, 𝐼) =
∏︁
𝑖∈𝐼

𝐷𝑖 ×
∏︁
𝑗∈𝐽

𝑆𝑗

=
{︀

(𝑥1, . . . , 𝑥𝑚) ∈ (𝐷2)𝑚
⃒⃒

𝑥𝑖 ∈ 𝐷 for 𝑖 ∈ 𝐼, 𝑥𝑗 ∈ 𝑆 for 𝑗 ∈ 𝐽 and 𝑥𝑙 = 1 for 𝑙 /∈ 𝐽 ∪ 𝐼
}︀
.

Then 𝒵𝒦 is a cellular subcomplex in (𝐷2)𝑚; we have κ(𝐽, 𝐼) ⊂ 𝒵𝒦 whenever 𝐼 ∈ 𝒦.
Given a subset 𝐽 ⊂ [𝑚], we denote by 𝒦𝐽 the full subcomplex of 𝒦 on 𝐽 , that is,

𝒦𝐽 = {𝐼 ∈ 𝒦| 𝐼 ⊂ 𝐽}.

Let 𝐶𝑝−1(𝒦𝐽) denote the group of (𝑝 − 1)-dimensional simplicial chains of 𝒦𝐽 ; its basis
consists of simplices 𝐿 ∈ 𝒦𝐽 , |𝐿| = 𝑝. We also denote by 𝒞𝑞(𝒵𝒦) the group of 𝑞-dimensional
cellular chains of 𝒵𝒦 with respect to the cell decomposition described above.

Theorem 2.5 (see [BP2, Theorems 4.5.7, 4.5.8]). The homomorphisms

𝐶𝑝−1(𝒦𝐽) −→ 𝒞𝑝+|𝐽 |(𝒵𝒦), 𝐿 ↦→ sign(𝐿, 𝐽)κ(𝐽∖𝐿,𝐿)

induce injective homomorphisms̃︀𝐻𝑝−1(𝒦𝐽) →˓ 𝐻𝑝+|𝐽 |(𝒵𝒦),

which are functorial with respect to simplicial inclusions. Here 𝐿 ∈ 𝒦𝐽 is a simplex, and
sign(𝐿, 𝐽) is the sign of the shuffle (𝐿, 𝐽). The inclusions above induce an isomorphism
of abelian groups ⨁︁

𝐽⊂[𝑚]

̃︀𝐻*(𝒦𝐽)
∼=−→ 𝐻*(𝒵𝒦).

The cohomology versions of these isomorphisms combine to form a ring isomorphism⨁︁
𝐽⊂[𝑚]

̃︀𝐻*(𝒦𝐽)
∼=−→ 𝐻*(𝒵𝒦).

where the ring structure on the left hand side is given by the maps

𝐻𝑘−|𝐼|−1(𝒦𝐼)⊗𝐻ℓ−|𝐽 |−1(𝒦𝐽)→ 𝐻𝑘+ℓ−|𝐼|−|𝐽 |−1(𝒦𝐼∪𝐽)

which are induced by the canonical simplicial inclusions 𝒦𝐼∪𝐽 → 𝒦𝐼 * 𝒦𝐽 for 𝐼 ∩ 𝐽 = ∅
and are zero for 𝐼 ∩ 𝐽 ̸= ∅.

3. The Hurewicz image of a higher Whitehead product

Here we consider the Hurewicz homomorphism ℎ : 𝜋*(𝒵𝒦)→ 𝐻*(𝒵𝒦). The canonical cel-
lular chain representing the Hurewicz image ℎ(𝑤) ∈ 𝐻*(𝒵𝒦) of a nested higher Whitehead
product 𝑤 was described in [Ab].

Lemma 3.1 ([Ab, Lemma 4.1]). The Hurewicz image

ℎ
(︁[︁[︀

. . .
[︀
[𝜇𝑖11 , . . . , 𝜇𝑖1𝑝1 ], 𝜇𝑖21 , . . . , 𝜇𝑖2𝑝2

]︀
, . . .

]︀
, 𝜇𝑖𝑛1 , . . . , 𝜇𝑖𝑛𝑝𝑛

]︁)︁
∈ 𝐻2(𝑝1+···+𝑝𝑛)−𝑛(𝒵𝒦)

is represented by the cellular chain

ℎ𝑐(𝑤) =
𝑛∏︁
𝑘=1

⎛⎝ 𝑝𝑘∑︁
𝑗=1

𝐷𝑖𝑘1 · · ·𝐷𝑖𝑘(𝑗−1)
𝑆𝑖𝑘𝑗𝐷𝑖𝑘(𝑗+1)

· · ·𝐷𝑖𝑘𝑝𝑘

⎞⎠ .
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A more general version of this lemma is presented next. It gives a simple recursive
formula describing the canonical cellular chain ℎ𝑐(𝑤) which represents the Hurewicz im-
age of a general iterated higher Whitehead product 𝑤 ∈ 𝜋*(𝒵𝒦), therefore providing an
effective method of identifying nontrivial Whitehead products in the homotopy groups of
a moment-angle complex 𝒵𝒦. Some applications are also given below.

Lemma 3.2. Let 𝑤 be a general iterated higher Whitehead product

𝑤 = [𝑤1, . . . , 𝑤𝑞, 𝜇𝑖1 , . . . , 𝜇𝑖𝑝 ] ∈ 𝜋*(𝒵𝒦).

Here 𝑤𝑘 is a (general iterated) higher Whitehead product for 𝑘 = 1, . . . , 𝑞. Then the
Hurewicz image ℎ(𝑤) ∈ 𝐻*(𝒵𝒦) is represented by the following canonical cellular chain:

ℎ𝑐(𝑤) = ℎ𝑐(𝑤1) · · ·ℎ𝑐(𝑤𝑞)
(︁ 𝑝∑︁
𝑘=1

𝐷𝑖1 · · ·𝐷𝑖𝑘−1
𝑆𝑖𝑘𝐷𝑖𝑘+1

· · ·𝐷𝑖𝑝

)︁
.

We shall refer to ℎ𝑐(𝑤) as the canonical cellular chain for an interated higher Whitehead
product 𝑤. In the case of nested products, Lemma 3.2 reduces to Lemma 3.1.
Proof of Lemma 3.2. Let 𝑑, 𝑑1, . . . , 𝑑𝑞 be the dimensions of 𝑤,𝑤1, . . . , 𝑤𝑞, respectively.

The Whitehead product 𝑤 is represented by the composite map

(3.1) 𝑆𝑑 ∼= 𝜕(𝐷𝑑1 × · · · ×𝐷𝑑𝑞 ×𝐷2
𝑖1 × · · · ×𝐷

2
𝑖𝑝)

∼=
(︂
𝐷𝑑1 × · · · ×𝐷𝑑𝑞 ×

(︁ 𝑝⋃︁
𝑘=1

𝐷2
𝑖1 × · · · × 𝑆

1
𝑖𝑘
× · · · ×𝐷2

𝑖𝑝

)︁)︂

∪
(︂(︁ 𝑞⋃︁

𝑙=1

𝐷𝑑1 × · · · × 𝑆𝑑𝑙−1 × · · · ×𝐷𝑑𝑞

)︁
×𝐷2

𝑖1 × · · · ×𝐷
2
𝑖𝑝

)︂
𝛾−→
(︂
𝑆𝑑1 × · · · × 𝑆𝑑𝑞 ×

(︁ 𝑝⋃︁
𝑘=1

𝐷2
𝑖1 × · · · × 𝑆

1
𝑖𝑘
× · · · ×𝐷2

𝑖𝑝

)︁)︂

∪
(︂(︁ 𝑞⋃︁

𝑙=1

𝑆𝑑1 × · · · × pt × · · · × 𝑆𝑑𝑞

)︁
×𝐷2

𝑖1 × · · · ×𝐷
2
𝑖𝑝

)︂
→ 𝒵𝒦.

The map 𝛾 above contracts the boundary of each 𝐷𝑑𝑙 , 𝑙 = 1, . . . , 𝑞. Note that the whole
cartesian product in the last row above has dimension less than 𝑑, so its Hurewicz image
is trivial.

Using the same argument for the spheres 𝑆𝑑1 , . . . , 𝑆𝑑𝑞 , we obtain that 𝑤 factors through
a map from 𝑆𝑑 to a union of products of discs and circles, which embeds as a subcomplex
in 𝒵𝒦. By the induction hypothesis each sphere 𝑆𝑑𝑘 , 𝑘 = 1, . . . , 𝑞, maps to the subcomplex
of 𝒵𝒦 corresponding to the cellular chain ℎ𝑐(𝑤𝑘). Therefore, by (3.1), the Hurewicz image
of 𝑤 is represented by the subcomplex corresponding to the product of ℎ𝑐(𝑤1), . . . , ℎ𝑐(𝑤𝑞)

and
𝑝∑︀

𝑘=1

𝐷𝑖1 · · ·𝐷𝑖𝑘−1
𝑆𝑖𝑘𝐷𝑖𝑘+1

· · ·𝐷𝑖𝑝 . �

As a first corollary we obtain a combinatorial criterion for the nontriviality of a single
higher Whitehead product.

Proposition 3.3. A single higher Whitehead product [𝜇𝑖1 , . . . , 𝜇𝑖𝑝 ] is

(a) defined in 𝜋2𝑝−1((C𝑃∞)𝒦) (and lifts to 𝜋2𝑝−1(𝒵𝒦)) if and only if 𝜕∆(𝑖1, . . . , 𝑖𝑝) is a
subcomplex of 𝒦;

(b) trivial if and only if ∆(𝑖1, . . . , 𝑖𝑝) is a simplex of 𝒦.

Proof. If the Whitehead product [𝜇𝑖1 , . . . , 𝜇𝑖𝑝 ] is defined, then each (𝑝− 1)-fold product
[𝜇𝑖1 , . . . , ̂︀𝜇𝑖𝑘 . . . , 𝜇𝑖𝑝 ] is trivial. By the induction hypothesis, this implies that 𝜕∆(𝑖1, . . . , 𝑖𝑝)
is a subcomplex of 𝒦.
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Suppose that ∆(𝑖1, . . . , 𝑖𝑝) is not a simplex of 𝒦. Then, by Lemma 3.2, the Hurewicz
image ℎ([𝜇𝑖1 , . . . , 𝜇𝑖𝑝 ]) gives a nontrivial homology class in 𝐻*(𝒵𝒦) corresponding to

[𝜕∆(𝑖1, . . . , 𝑖𝑝)] ∈ ̃︀𝐻*(𝒦𝑖1,...,𝑖𝑝) via the isomorphism of Theorem 2.5. Thus, [𝜇𝑖1 , . . . , 𝜇𝑖𝑝 ] is
itself nontrivial. �

This proposition will be generalised to iterated higher Whitehead products in Section 5.

Lemmata 3.1, 3.2 and Theorem 2.5 can be used to detect simplicial complexes 𝒦 for
which 𝒵𝒦 is a wedge of iterated higher Whitehead products. We recall the following
definition.

Definition 3.4. A simplicial complex 𝒦 belongs to the class 𝑊Δ if 𝒵𝒦 is a wedge of
spheres, and each sphere in the wedge is a lift of a linear combination of iterated higher
Whitehead products.

As a first example of application of our method we deduce the results of Iriye and
Kishimoto that shifted and totally fillable complexes belong to the class 𝑊Δ.

Example 3.5. A simplicial complex 𝒦 is called shifted if its vertices can be ordered in
such way that the following condition is satisfied: whenever 𝐼 ∈ 𝒦, 𝑖 ∈ 𝐼 and 𝑗 > 𝑖, we
have (𝐼 − 𝑖) ∪ 𝑗 ∈ 𝒦.

Let MF𝑚(𝒦) be the set of missing faces of 𝒦 containing the maximal vertex 𝑚, i. e.

MF𝑚(𝒦) = {𝐼 ⊂ [𝑚] | 𝐼 /∈ 𝒦, 𝜕∆(𝐼) ⊂ 𝒦 and 𝑚 ∈ 𝐼}.
As observed in [IK1], for a shifted complex 𝒦 there is a homotopy equivalence

(3.2) 𝒦 ≃
⋁︁

𝐼∈MF𝑚(𝒦)

𝜕∆(𝐼)

(the reason is that the quotient 𝒦/ star𝑚𝒦 is homeomorphic to the wedge on the right
hand side of (3.2), by definition of a shifted complex). Note that a full subcomplex of
a shifted complex is again shifted. Then Theorem 2.5 together with (3.2) implies that
𝐻*(𝒵𝒦) is a free abelian group generated by the homology classes of cellular chains of the
form

(3.3)
(︁ 𝑝∑︁
𝑙=1

𝐷𝑖1 · · ·𝐷𝑖𝑙−1
𝑆𝑖𝑙𝐷𝑖𝑙+1

· · ·𝐷𝑖𝑝

)︁
𝑆𝑗1 · · ·𝑆𝑗𝑞

where 𝐼 = {𝑖1, . . . , 𝑖𝑝} ∈ MF𝑚(𝒦𝑖1,...,𝑖𝑝,𝑗1,...,𝑗𝑞). Lemma 3.1 implies that (3.3) is the canon-
ical cellular chain for the nested Whitehead product

𝑤 =
[︁[︁[︁

. . .
[︀
[𝜇𝑖1 , . . . , 𝜇𝑖𝑝 ], 𝜇𝑗1

]︀
, . . .

]︁
, 𝜇𝑗𝑞−1

]︁
, 𝜇𝑗𝑞

]︁
.

Hence, the following wedge of the Whitehead products⋁︁
𝐽⊂[𝑚]

⋁︁
𝐼={𝑖1,...,𝑖𝑝}∈MF𝑚(𝒦𝐽 )

𝐽∖𝐼={𝑗1,...,𝑗𝑞}

[︁[︁[︁
. . .
[︀
[𝜇𝑖1 , . . . , 𝜇𝑖𝑝 ], 𝜇𝑗1

]︀
, . . .

]︁
, 𝜇𝑗𝑞−1

]︁
, 𝜇𝑗𝑞

]︁
:

⋁︁
𝐽⊂[𝑚]

𝐼∈MF𝑚(𝒦𝐽 )

𝑆
𝑑(𝑤)
𝐽,𝐼 → 𝒵𝒦

induces an isomorphism in homology, so it is a homotopy equivalence. Thus, we obtain
the following.

Theorem 3.6 ([IK1]). Every shifted complex 𝒦 belongs to 𝑊Δ.

Here is another result which can be proved using Lemma 3.2.

Example 3.7. A simplicial complex 𝒦 is called fillable if there is a collection MFfill(𝒦) of
missing faces 𝐼1, . . . , 𝐼𝑘 such that 𝒦 ∪ 𝐼1 ∪ · · · ∪ 𝐼𝑘 is contractible. If any full subcomplex
of 𝒦 is fillable, then 𝒦 is called totally fillable.
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Note that homology of any full subcomplex 𝒦𝐽 in a totally fillable complex 𝒦 is generated
by the cycles 𝜕∆(𝐼) for 𝐼 ∈ MFfill(𝒦𝐽). As in Example 3.5, 𝐻*(𝒵𝒦) is a free abelian group
generated by the homology classes of cellular chains(︁ 𝑝∑︁

𝑙=1

𝐷𝑖1 . . . 𝐷𝑖𝑙−1
𝑆𝑖𝑙𝐷𝑖𝑙+1

. . . 𝐷𝑖𝑝

)︁
𝑆𝑗1 . . . 𝑆𝑗𝑞 ,

where ∆(𝑖1, . . . , 𝑖𝑞) ∈ MFfill(𝒦𝑗1,...,𝑗𝑝,𝑖1,...,𝑖𝑞). Again, the map⋁︁
𝐽⊂[𝑚]

⋁︁
𝐼∈MFfill(𝒦𝐽 )
𝐽∖𝐼={𝑗1,...,𝑗𝑞}

[︁[︁[︁
. . .
[︀
[𝜇𝑖1 , . . . , 𝜇𝑖𝑝 ], 𝜇𝑗1

]︀
, . . .

]︁
, 𝜇𝑗𝑞−1

]︁
, 𝜇𝑗𝑞

]︁
:

⋁︁
𝐽⊂[𝑚]

𝐼∈MFfill(𝒦𝐽 )

𝑆
𝑑(𝑤)
𝐽,𝐼 → 𝒵𝒦

is a homotopy equivalence, by the same reasons. We obtain the following.

Theorem 3.8 ([IK2]). Every totally fillable complex 𝒦 belongs to 𝑊Δ.

4. Substitution of simplicial complexes

The combinatorial construction presented here is similar to the one described in [Ay1]
and [BBCG], although the resulting complexes are different. An analogous construction
for building sets was suggested by N. Erokhovets (see [BP2, Construction 1.5.19]).

Definition 4.1. Let 𝒦 be a simplicial complex on the set [𝑚], and let 𝒦1, . . . ,𝒦𝑚 be a
set of 𝑚 simplicial complexes. We refer to the simplicial complex

(4.1) 𝒦(𝒦1, . . . ,𝒦𝑚) = {𝐼𝑗1 ⊔ · · · ⊔ 𝐼𝑗𝑘 | 𝐼𝑗𝑙 ∈ 𝒦𝑗𝑙 , 𝑙 = 1, . . . , 𝑘 and {𝑗1, . . . , 𝑗𝑘} ∈ 𝒦}
as the substitution of 𝒦1, . . . ,𝒦𝑚 into 𝒦.

The set of missing faces MF(𝒦(𝒦1, . . . ,𝒦𝑚)) of a substitution complex can be described
as follows. First, every missing face of each 𝒦𝑖 is the missing face of 𝒦(𝒦1, . . . ,𝒦𝑚).
Second, for every missing face ∆(𝑖1, . . . , 𝑖𝑘) of 𝒦 we have the following set of missing faces
of the substitution complex:

MF𝑖1,...,𝑖𝑘
(︀
𝒦(𝒦1, . . . ,𝒦𝑚)

)︀
=
{︀

∆(𝑗1, . . . , 𝑗𝑘) | 𝑗𝑙 ∈ 𝒦𝑖𝑙 , 𝑙 = 1, . . . , 𝑘
}︀
.

It is easy to see that there are no other missing faces in 𝒦(𝒦1, . . . ,𝒦𝑚), so we have

MF
(︀
𝒦(𝒦1, . . . ,𝒦𝑚)

)︀
= MF(𝒦1) ⊔ · · · ⊔MF(𝒦𝑚) ⊔

⨆︁
Δ(𝑖1,...,𝑖𝑘)∈MF(𝒦)

MF𝑖1,...,𝑖𝑘
(︀
𝒦(𝒦1, . . . ,𝒦𝑚)

)︀
.

Example 4.2. If each 𝒦𝑖 is a point {𝑖}, then 𝒦(𝒦1, . . . ,𝒦𝑚) = 𝒦. In particular,
𝜕∆𝑚−1(1, . . . ,𝑚) = 𝜕∆𝑚−1. In the case of substitution into a simplex ∆𝑚−1 or its
boundary 𝜕∆𝑚−1 we shall omit the dimension, so we have 𝜕∆(1, . . . ,𝑚) = 𝜕∆𝑚−1, which
is compatible with the previous notation.

The next example is our starting point for further generalisations.

Example 4.3. Let 𝒦 = 𝜕∆𝑚−1 and each 𝒦𝑖 is a point, except for 𝒦1. We have
𝜕∆(𝒦1, 𝑖2, . . . , 𝑖𝑚) = 𝒥𝑚−2(𝒦1), where 𝒥𝑛(ℒ) is the operation defined in [Ab, Theo-
rem 5.2]. By [Ab, Theorem 6.1], the iterated substitution

𝜕∆
(︀
𝜕∆(𝑗1, . . . , 𝑗𝑞), 𝑖1, . . . , 𝑖𝑝

)︀
is the smallest simplicial complex that realises the Whitehead product[︀

[𝜇𝑗1 , . . . , 𝜇𝑗𝑞 ], 𝜇𝑖1 , . . . , 𝜇𝑖𝑝
]︀
.

The case 𝑞 = 3, 𝑝 = 2 is shown in Figure 1.

The next example will be used in Theorem 5.2.
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Figure 1. Substitution complex 𝜕∆(𝜕∆(1, 2, 3), 4, 5)

Construction 4.4. Here we inductively describe the canonical simplicial complex 𝜕∆𝑤

associated with a general iterated higher Whitehead product 𝑤.
We start with the boundary of simplex 𝜕∆(𝑖1, . . . , 𝑖𝑚) corresponding to a single higher

Whitehead product [𝜇𝑖1 , . . . , 𝜇𝑖𝑚 ]. Now we write a general iterated higher Whitehead
product recursively as

𝑤 = [𝑤1, . . . , 𝑤𝑞, 𝜇𝑖1 , . . . , 𝜇𝑖𝑝 ] ∈ 𝜋*(𝒵𝒦),

where 𝑤1, . . . , 𝑤𝑞 are nontrivial general iterated higher Whitehead products, 𝑞 > 0. We
assign to 𝑤 the substitution complex

𝜕∆𝑤
def
= 𝜕∆(𝜕∆𝑤1 , . . . , 𝜕∆𝑤𝑞 , 𝑖1, . . . , 𝑖𝑝).

We also define recursively the following subcomplex of 𝜕∆𝑤:

𝜕∆sph
𝑤 = 𝜕∆sph

𝑤1
* · · · * 𝜕∆sph

𝑤𝑞
* 𝜕∆(𝑖1, . . . , 𝑖𝑝).

By definition, 𝜕∆sph
𝑤 is a join of boudaries of simplices, so it is homeomorphic to a sphere.

Furthermore, dim 𝜕∆sph
𝑤 = dim 𝜕∆𝑤.

We refer to the subcomplex 𝜕∆sph
𝑤 as the top sphere of 𝜕∆𝑤.

For example, the top sphere of 𝜕∆(𝜕∆(1, 2, 3), 4, 5) is obtained by deleting the edge
∆(4, 5), see Figure 1.

Proposition 4.5. The complex 𝜕∆𝑤 is homotopy equivalent to a wedge of spheres, and

the top sphere 𝜕∆sph
𝑤 represents the sum of top-dimensional spheres in the wedge.

Proof. By construction, 𝜕∆𝑤 is obtained from a sphere 𝜕∆sph
𝑤 by attaching simplices

of dimension at most dim 𝜕∆sph
𝑤 . It follows that the attaching maps are null-homotopic,

which implies both statements. �

5. Realisation of higher Whitehead products

Given an iterated higher Whitehead product 𝑤, we show that the substitution complex
𝜕∆𝑤 realises 𝑤. Furthermore, for a particular form of brackets inside 𝑤, we prove that
𝜕∆𝑤 is the smallest complex that realises 𝑤. We also give a combinatorial criterion for
the nontriviality of the product 𝑤.

Recall from Proposition 3.3 that a single higher Whitehead product [𝜇𝑖1 , . . . , 𝜇𝑖𝑝 ] is
realised by the complex 𝜕∆(𝑖1, . . . , 𝑖𝑝).
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Theorem 5.1. Let 𝑤1, . . . , 𝑤𝑞 be nontrivial iterated higher Whitehead products. The com-
plex 𝜕∆𝑤 described in Construction 4.4 realises the iterated higher Whitehead product

(5.1) 𝑤 = [𝑤1, . . . , 𝑤𝑞, 𝜇𝑖1 , . . . , 𝜇𝑖𝑝 ].

Proof. To see that product (5.1) is defined in 𝒵𝜕Δ𝑤 we need to construct the correspond-

ing map 𝑆𝑑(𝑤) → 𝒵𝜕Δ𝑤 . This is done precisely as described in the proof of Lemma 3.2. Fur-
thermore, Lemma 3.2 gives the cellular chain ℎ𝑐(𝑤) ∈ 𝒞*(𝒵𝜕Δ𝑤) representing the Hurewicz
image ℎ(𝑤) ∈ 𝐻*(𝒵𝜕Δ𝑤). The cellular chain ℎ𝑐(𝑤) ∈ 𝒞*(𝒵𝜕Δ𝑤) corresponds to the simpli-

cial chain 𝜕∆sph
𝑤 ∈ 𝐶*(𝜕∆𝑤) via the isomorphism of Theorem 2.5. Now Proposition 4.5

implies that the simplicial homology class [𝜕∆sph
𝑤 ] ∈ 𝐻*(𝜕∆𝑤) is nonzero. Thus, ℎ(𝑤) ̸= 0

and the Whitehead product 𝑤 is nontrivial. �

For a particular configuration of nested brackets, a more precise statement holds.

Theorem 5.2. Let 𝑤𝑗 = [𝜇𝑗1 , . . . , 𝜇𝑗𝑝𝑗 ], 𝑗 = 1, . . . , 𝑞, be nontrivial single higher Whitehead

products. Consider an iterated higher Whitehead product

𝑤 = [𝑤1, . . . , 𝑤𝑞, 𝜇𝑖1 , . . . , 𝜇𝑖𝑝 ].

Then the product 𝑤 is

(a) defined in 𝜋*(𝒵𝒦) if and only if 𝒦 contains 𝜕∆𝑤 = 𝜕∆
(︀
𝜕∆𝑤1 , . . . , 𝜕∆𝑤𝑞 , 𝑖1, . . . , 𝑖𝑝

)︀
as a subcomplex, where 𝜕∆𝑤𝑗 = 𝜕∆(𝑗1, . . . , 𝑗𝑝𝑗 ), 𝑗 = 1, . . . , 𝑞;

(b) trivial in 𝜋*(𝒵𝒦) if and only if 𝒦 contains

∆
(︀
𝜕∆𝑤1 , . . . , 𝜕∆𝑤𝑞 , 𝑖1, . . . , 𝑖𝑝

)︀
= 𝜕∆𝑤1 * · · · * 𝜕∆𝑤𝑞 *∆(𝑖1, . . . , 𝑖𝑝)

as a subcomplex.

Note that assertion (a) implies that 𝜕∆𝑤 is the smallest simplicial complex realising the
Whitehead product 𝑤.
Proof. We may assume that 𝑞 > 0; otherwise the theorem reduces to the Proposition 3.3.

We consider three cases: 𝑝 = 0; 𝑝 = 1; 𝑝 > 1.

The case 𝑝 = 0. We have 𝑤 = [𝑤1, . . . , 𝑤𝑞].
We first prove assertion (b). Let 𝑑1, . . . , 𝑑𝑞 and 𝑑 = 𝑑1 + · · ·+𝑑𝑞−1 be the dimensions of

the Whitehead products 𝑤1, . . . , 𝑤𝑞 and [𝑤1, . . . , 𝑤𝑞], respectively. The condition that 𝑤
vanishes implies the existence of the dashed arrow in the diagram

𝑆𝑑 FW(𝑆𝑑1 , . . . , 𝑆𝑑𝑞) 𝒵𝒦

𝐷𝑑+1 𝑆𝑑1 × · · · × 𝑆𝑑𝑞

Here FW(𝑆𝑑1 , . . . , 𝑆𝑑𝑞) denotes the fat wedge of spheres 𝑆𝑑1 , . . . , 𝑆𝑑𝑞 , and the top left
arrow is the attaching map of the top cell.

Let 𝜎𝑗 ∈ 𝐻𝑑𝑗 (𝒵𝒦) be the cohomology class dual to the sphere 𝑆𝑑𝑗 ⊂ FW(𝑆𝑑1 , . . . , 𝑆𝑑𝑞),
𝑗 = 1, . . . , 𝑞. By the assumption, the single Whitehead product 𝑤𝑗 is nontrivial, which

implies that 𝜎𝑗 ̸= 0 (see Propostion 3.3). The class 𝜎𝑗 ∈ 𝐻𝑑𝑗 (𝒵𝒦) corresponds to the

simplicial cohomology class
[︀
𝜕∆𝑤𝑗

]︀* ∈ ̃︀𝐻*(𝒦𝜕Δ𝑤𝑗
) via the cohomological version of the

isomorphism of Theorem 2.5. Here 𝒦𝜕Δ𝑤𝑗
is the full subcomplex 𝜕∆𝑤𝑗 of 𝒦. Since the

Whitehead product [𝑤1, . . . , 𝑤𝑞] is trivial, the cohomology product 𝜎1 · · ·𝜎𝑞 is nontrivial in
𝐻*(𝒵𝒦) (see the diagram above). By the cohomology product description in Theorem 2.5,
this implies that 𝒦 contains 𝜕∆1*· · ·*𝜕∆𝑤𝑞 as a full subcomplex, and assertion (b) follows.

To prove assertion (a), note that the existence of the product [𝑤1, . . . , 𝑤𝑞] implies that
each product [𝑤1, . . . ,̂︁𝑤𝑗 , . . . , 𝑤𝑞], 𝑗 = 1, . . . , 𝑞, is trivial. By assertion (b), complex 𝒦
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contains the union
𝑞⋃︀
𝑗=1

𝜕∆𝑤1*· · ·*𝜕∆𝑤𝑗 *· · ·*𝜕∆𝑤𝑞 which is precisely 𝜕∆(𝜕∆𝑤1 , . . . , 𝜕∆𝑤𝑞).

This finishes the proof for the case 𝑝 = 0.

The case 𝑝 = 1. We have 𝑤 = [𝑤1, . . . , 𝑤𝑞, 𝜇𝑖1 ].
We first prove (b), that is, assume 𝑤 = 0. This implies that [𝑤1, . . . , 𝑤𝑞] = 0. By

the previous case, we know that 𝒦 contains ∆(𝜕∆𝑤1 , . . . , 𝜕∆𝑤𝑞) as a full subcomplex.
We need to prove that 𝒦 contains ∆(𝜕∆𝑤1 , . . . , 𝜕∆𝑤𝑞) * ∆(𝑖1), which is a cone with
apex 𝑖1. The Hurewicz image ℎ(𝑤) ∈ 𝐻*(𝒵𝒦) is zero, because 𝑤 is trivial. Therefore,
the canonical cellular chain ℎ𝑐(𝑤) = ℎ𝑐(𝑤1) · · ·ℎ𝑐(𝑤𝑞)𝑆𝑖1 (see Lemma 3.2) is a boundary.
By Theorem 2.5, this implies that the simplicial cycle 𝜕∆𝑤1 * · · · * 𝜕∆𝑤𝑞 is a bound-
ary in 𝒦Δ(𝜕Δ𝑤1 ,...,𝜕Δ𝑤𝑞 )∪{𝑖1}. This can only be the case when 𝒦Δ(𝜕Δ𝑤1 ,...,𝜕Δ𝑤𝑞 )∪{𝑖1} =

∆(𝜕∆𝑤1 , . . . , 𝜕∆𝑤𝑞) *∆(𝑖1), proving (b).
Now we prove (a). By the previous cases, the existence of 𝑤 implies that 𝒦 contains

∆(𝜕∆𝑤1 , . . . , 𝜕∆𝑤𝑞) and ∆(𝜕∆𝑤1 , . . . , 𝜕∆𝑤𝑗 , . . . , 𝜕∆𝑤𝑞 , 𝑖1) for 𝑗 = 1, . . . , 𝑞. The union of
these subcomplexes is precisely 𝜕∆(𝜕∆𝑤1 , . . . , 𝜕∆𝑤𝑞 , 𝑖1).

The case 𝑝 > 1.

We induct on 𝑝+ 𝑞. We have 𝑤 =
[︀
𝑤1, . . . , 𝑤𝑞, 𝜇𝑖1 , . . . , 𝜇𝑖𝑝

]︀
.

To prove (b), suppose that 𝑤 = 0 but 𝒦 does not contain 𝜕∆𝑤1 *· · ·*𝜕∆𝑤𝑞 *∆(𝑖1, . . . , 𝑖𝑝).
Then the cellular chain corresponding to 𝜕∆𝑤1 *· · ·*𝜕∆𝑤𝑞 *𝜕∆(𝑖1, . . . , 𝑖𝑝) via Theorem 2.5
gives a nontrivial homology class in 𝐻*(𝒵𝒦). This class coincides with the Hurewicz image
ℎ(𝑤), by Lemma 3.2. Hence, the Whitehead product 𝑤 is nontrivial. A contradiction.

Assertion (a) is proved similarly to the case 𝑝 = 1. �

Remark 5.3. In our approach, the nontriviality of a higher Whitehead product 𝑤 is
understood as the nontriviality of its canonical representative constructed in S 2. Nev-
ertheless, arguments similar to those given in the proof of the case 𝑝 = 0 show that the
nontriviality assertion in Theorem 5.2 remains valid if the nontriviality is understood in
the classical sense, that is, as the absence of a trivial homotopy class in the set of all
possible extensions.

Example 5.4. Consider the Whitehead product 𝑤 =
[︀
[𝜇1, 𝜇2, 𝜇3], 𝜇4, 𝜇5

]︀
in the moment-

angle complex 𝒵𝒦 corresponding to a simplicial complex 𝒦 on 5 vertices. For the existence
of 𝑤 it is necessary that the brackets

[︀
[𝜇1, 𝜇2, 𝜇3], 𝜇4

]︀
,
[︀
[𝜇1, 𝜇2, 𝜇3], 𝜇5

]︀
and [𝜇4, 𝜇5] van-

ish. By Theorem 5.2 (b), this implies that 𝒦 contains subcomplexes 𝜕∆(1, 2, 3) * ∆(4),
𝜕∆(1, 2, 3)*∆(5) and ∆(4, 5). In other words, 𝒦 contains the complex 𝜕∆

(︀
𝜕∆(1, 2, 3), 4, 5

)︀
shown in Figure 1. Therefore, the latter is the smallest complex realising the Whitehead
bracket 𝑤 =

[︀
[𝜇1, 𝜇2, 𝜇3], 𝜇4, 𝜇5

]︀
.

The moment-angle complex 𝒵𝒦 corresponding to 𝒦 = 𝜕∆
(︀
𝜕∆(1, 2, 3), 4, 5

)︀
is homotopy

equivalent to the wedge of spheres (𝑆5)∨4∨(𝑆6)∨3∨𝑆7∨𝑆8, and each sphere is a Whitehead
product, see [Ab, Example 5.4]. For example, 𝑆7 corresponds to 𝑤 =

[︀[︀
[𝜇3, 𝜇4, 𝜇5], 𝜇1

]︀
, 𝜇2
]︀
,

and 𝑆8 corresponds to 𝑤 =
[︀
[𝜇1, 𝜇2, 𝜇3], 𝜇4, 𝜇5

]︀
.

We expect that Theorem 5.2 holds for all iterated higher Whitehead products:

Problem 5.5. Is it true that for any iterated higher Whitehead product 𝑤 the substitution
complex 𝜕∆𝑤 is the smallest complex realising 𝑤?

6. Resolutions of the face coalgebra

Originally, cohomology of 𝒵𝒦 was described in [BP1] as the Tor-algebra of the face
algebra of 𝒦. As observed in [BBP], the Koszul complex calculating the Tor-algebra can
be identified with the cellular cochain complex of 𝒵𝒦 with respect to the standard cell
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decomposition. On the other hand, the Tor-algebra, and therefore cohomology of 𝒵𝒦, can
be calculated via the Taylor resolution of the face algebra as a module over the polynomial
ring, see [WZ], [Ay2, S4]. We dualise both approaches by identifying homology of 𝒵𝒦 with
the Cotor of the face coalgebra of 𝒦, and use both co-Koszul and co-Taylor resolutions to
describe cycles corresponding to iterated higher Whitehead products.

Let k be a commutative ring with unit. The face algebra k[𝒦] of a simplicial complex 𝒦
is the quotient of the polynomial algebra k[𝑣1, . . . , 𝑣𝑚] by the square-free monomial ideal
generated by non-simplices of 𝒦:

k[𝒦] = k[𝑣1, . . . , 𝑣𝑚]
⧸︀(︀
𝑣𝑗1 · · · 𝑣𝑗𝑘 | {𝑗1, . . . , 𝑗𝑘} /∈ 𝒦

)︀
.

The grading is given by deg 𝑣𝑗 = 2. Given a subset 𝐽 ⊂ [𝑚], we denote by 𝑣𝐽 the square-
free monomial

∏︀
𝑗∈𝐽 𝑣𝑗 . Observe that

k[𝒦] = k[𝑣1, . . . , 𝑣𝑚]
⧸︀(︀
𝑣𝐽 | 𝐽 ∈ MF(𝒦)

)︀
,

where MF(𝒦) denotes the set of missing faces (minimal non-faces) of 𝒦. The face algebra
Z[𝒦] is also known as the face ring, or the Stanley–Reisner ring of 𝒦.

We shall use the shorter notation k[𝑚] for the polynomial algebra k[𝑣1, . . . , 𝑣𝑚]. Let
𝑀 and 𝑁 be two k[𝑚]-modules. The 𝑛-th derived functor of · ⊗k[𝑚]𝑁 is denoted by

Tor
k[𝑚]
𝑛 (𝑀,𝑁) or Tor−𝑛k[𝑚](𝑀,𝑁). (The latter notation is better suited for topological

application of the Eilenberg–Moore spectral sequence, where the Tor appears naturally as
cohomology of certain spaces.) Namely, given a projective resolution 𝑅∙ → 𝑀 with the
resolvents indexed by nonpositive integers, we have

Tor−𝑛k[𝑚](𝑀,𝑁) = 𝐻−𝑛(𝑅∙ ⊗k[𝑚] 𝑁).

The standard argument using bicomplexes and commutativity of the tensor product gives
a natural isomorphism

Tor−𝑛k[𝑚](𝑀,𝑁) ∼= Tor−𝑛k[𝑚](𝑁,𝑀).

When 𝑀 and 𝑁 are graded k[𝑚]-modules, Tor−𝑖k[𝑚](𝑀,𝑁) inherits the intrinsic grading

and we denote by Tor−𝑖,2𝑗k[𝑚] (𝑀,𝑁) the corresponding bigraded components.

Theorem 6.1 ([BP1, Theorem 4.2.1]). There is an isomorphism of k-algebras
𝐻*(𝒵𝒦;k) ∼= Tork[𝑣1,...,𝑣𝑚]

(︀
k[𝒦], k

)︀
where the Tor is viewed as a single-graded algebra with respect to the total degree.

The Tor-algebra Tork[𝑚](k[𝒦], k) can be computed either by resolving the k[𝑚]-module
k and tensoring with k[𝒦], or by resolving the k[𝑚]-module k[𝒦] and tensoring with k.

For the first approach, there is a standard resolution of the k[𝑚]-module k, the Koszul
resolution. It is defined as the acyclic differential graded algebra(︀

Λ[𝑢1, . . . , 𝑢𝑚]⊗ k[𝑣1, . . . , 𝑣𝑚], 𝑑k
)︀
, 𝑑k =

∑︁
𝑖

𝜕

𝜕𝑢𝑖
⊗ 𝑣𝑖.

Here Λ[𝑢1, . . . , 𝑢𝑚] denotes the exterior algebra on the generators 𝑢𝑖 of cohomological
degree 1, or bidegree (−1, 2). After tensoring with k[𝒦] we obtain the Koszul complex(︀
Λ[𝑢1, . . . , 𝑢𝑚]⊗ k[𝒦], 𝑑k

)︀
, whose cohomology is Tork[𝑚](k[𝒦], k).

Furthermore, by [BP1, Lemma 4.2.5], the monomials 𝑣2𝑖 and 𝑢𝑖𝑣𝑖 generate an acyclic
ideal in the Koszul complex. The quotient algebra

(6.1) 𝑅*(𝒦) = Λ[𝑢1, . . . , 𝑢𝑚]⊗ k[𝒦]
⧸︀(︀
𝑣2𝑖 = 𝑢𝑖𝑣𝑖 = 0, 1 6 𝑖 6 𝑚

)︀
has a finite k-basis of monomials 𝑢𝐽 ⊗ 𝑣𝐼 with 𝐽 ⊂ [𝑚], 𝐼 ∈ 𝒦 and 𝐽 ∩ 𝐼 = ∅. The algebra
𝑅*(𝒦) is nothing but the cellular cochain complex of 𝒵𝒦 (see Construction 2.4):
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Theorem 6.2 ([BBP]). There is an isomorphism of cochain complexes

𝑅*(𝒦)
∼=−→ 𝒞*(𝒵𝒦), 𝑢𝐽 ⊗ 𝑣𝐼 ↦→ κ(𝐽, 𝐼)*

inducing the cohomology algebra isomorphism of Theorem 6.1.

Remark 6.3. The isomorphism of cochain complexes in the theorem above is by inspec-
tion. The result of [BBP] is that it induces an algebra isomorphism in cohomology. Also,
the Koszul complex

(︀
Λ[𝑢1, . . . , 𝑢𝑚] ⊗ k[𝒦], 𝑑k

)︀
itself can be identified with the cellular

cochains of the polyhedral product (𝑆∞, 𝑆1)𝒦; then taking the quotient by the acyclic

ideal in (6.1) corresponds to the homotopy equivalence 𝒵𝒦 = (𝐷2, 𝑆1)𝒦
≃−→ (𝑆∞, 𝑆1)𝒦.

See the details in [BP2, S4.5].

In the second approach, Tork[𝑚](k[𝒦], k) is computed by resolving the k[𝑚]-module k[𝒦]
and tensoring with k. The minimal resolution has a disadvantage of not supporting a
multiplicative structure. There is a nice non-minimal resolution, constructed in the 1966
PhD thesis of Diana Taylor. It has a natural multiplicative structure inducing the algebra
isomorphism of Theorem 6.1. This Taylor resolution of k[𝒦] is defined in terms of the
missing faces of 𝒦 and is therefore convenient for calculations with higher Whitehead
products. We describe the resolution and its coalgebraic version next.

Construction 6.4 (Taylor resolution). Given a monomial ideal (m1, . . . ,m𝑡) in the poly-
nomial algebra k[𝑚], we define a free resolution of the k[𝑚]-module k[𝑚]/(m1, . . . ,m𝑡).

For each 𝑠 = 0, . . . , 𝑡, let 𝐹𝑠 be a free k[𝑚]-module of rank
(︀
𝑚
𝑠

)︀
with basis {𝑒𝐽} indexed

by subsets 𝐽 ⊂ {1, . . . , 𝑡} of cardinality 𝑠. Define a morphism 𝑑 : 𝐹𝑠 → 𝐹𝑠−1 by

𝑑(𝑒𝐽) =
∑︁
𝑗∈𝐽

sign(𝑗, 𝐽)
m𝐽

m𝐽∖𝑗
𝑒𝐽∖𝑗 ,

where m𝐽 = lcm𝑗∈𝐽(m𝑗) and sign(𝑗, 𝐽) = (−1)𝑛−1 if 𝑗 is the 𝑛-th element in the ordered
set 𝐽 . It can be verified that 𝑑2 = 0. We therefore obtain a complex

𝑇 (m1, . . . ,m𝑡) : 0→ 𝐹𝑡 → 𝐹𝑡−1 → · · · → 𝐹1 → 𝐹0 → 0.

By the theorem of D. Taylor, 𝑇 (m1, . . . ,m𝑡) is a free resolution of the k[𝑚]-module
k[𝑚]/(m1, . . . ,m𝑡). For the convenience of the reader, we include the proof of this re-
sult in the Appendix as Theorem A.1.

Next we describe the dualisation of the constructions above in the coalgebraic setting.
The dual of k[𝑣1, . . . , 𝑣𝑚] is the symmetric coalgebra, which we denote by k⟨𝑥1, . . . , 𝑥𝑚⟩
or k⟨𝑚⟩. It has a k-basis consisting of monomials m, with the comultiplication defined by
the formula

(6.2) ∆m =
∑︁

m′·m′′=m

m′ ⊗m′′.

Given a set of monomials m1, . . . ,m𝑡 in the variables 𝑥1, . . . , 𝑥𝑚, we define a subcoalgebra
𝐶(m1, . . . ,m𝑡) ⊂ k⟨𝑥1, . . . , 𝑥𝑚⟩ with a k-basis of monomials m that are not divisible by
any of the m𝑖, 𝑖 = 1, . . . , 𝑡. The face coalgebra of a simplicial complex 𝒦 is defined as

k⟨𝒦⟩ = 𝐶
(︀
𝑥𝐽 | 𝐽 ∈ MF(𝒦)

)︀
.

The coalgebra k⟨𝒦⟩ has a k-basis of monomials m whose support is a face of 𝒦, with the
comultiplication given by (6.2).

Let Λ be a coalgebra, let 𝐴 be a right Λ-comodule with the structure morphism∇𝐴 : 𝐴→
𝐴 ⊗ Λ, and let 𝐵 be a left Λ-comodule with the structure morphism ∇𝐵 : 𝐵 → Λ ⊗ 𝐵.
The cotensor product of 𝐴 and 𝐵 is defined as the k-comodule

𝐴�Λ𝐵 = ker
(︀
∇𝐴 ⊗ 1𝐵 − 1𝐴 ⊗∇𝐵 : 𝐴⊗𝐵 → 𝐴⊗ Λ⊗𝐵

)︀
.
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When Λ is cocommutative, 𝐴�Λ𝐵 is a Λ-comodule.
The 𝑛-th derived functor of ·�Λ𝐵 is denoted by Cotor𝑛Λ(𝐴,𝐵) or CotorΛ−𝑛(𝐴,𝐵). Namely,

given an injective resolution 𝐴→ 𝐼∙ with the resolvents indexed by nonnegative integers,
we have

CotorΛ−𝑛(𝐴,𝐵) = Cotor𝑛Λ(𝐴,𝐵) = 𝐻𝑛(𝐼∙ �Λ𝐵).

If 𝐵 → 𝐽∙ is an injective resolution of 𝐵, then the standard argument using a bicomplex
gives isomorphisms

(6.3) Cotor𝑛Λ(𝐴,𝐵) = 𝐻𝑛(𝐼∙ �Λ𝐵) ∼= 𝐻𝑛(𝐼∙ �Λ𝐽
∙) ∼= 𝐻𝑛(𝐴�Λ𝐽

∙).

The isomorphism 𝐻𝑛(𝐼∙ �Λ𝐵)
∼=−→ 𝐻𝑛(𝐴�Λ𝐽

∙) can be described explicitly as follows.

Construction 6.5. Let 𝜂 ∈ 𝐻𝑛(𝐼∙ �Λ𝐵) be a homology class represented by a cycle

𝜂(0) ∈ 𝐼𝑛 �Λ𝐵. We describe how to construct a cycle 𝜂(𝑛+1) ∈ 𝐴 �Λ𝐽
𝑛 representing the

same homology class in Cotor𝑛Λ(𝐴,𝐵). Consider the bicomplex

𝐴�Λ𝐵 𝐼0 �Λ𝐵 . . . 𝐼𝑛 �Λ𝐵

𝐴�Λ𝐽
0 𝐼0 �Λ𝐽

0 . . . 𝐼𝑛 �Λ𝐽
0

...
...

. . .
...

𝐴�Λ𝐽
𝑛 𝐼0 �Λ𝐽

𝑛 . . .

𝜂
(0

)↦→
𝜕
𝐵
(𝜂

(0
))

𝜂(1) ↦→𝜕𝐴(𝜂(1))=𝜕𝐵(𝜂(0))

𝜂
(𝑛

)↦→
𝜕
𝐵
(𝜂

(𝑛
))

𝜂(𝑛+1) ↦→𝜕𝐴(𝜂(𝑛+1))=𝜕𝐵(𝜂(𝑛))

The rows and columns are exact by the injectivity of the comodules 𝐼𝑚 and 𝐽 𝑙. We
have 𝜕𝐴

(︀
𝜕𝐵𝜂

(0)
)︀

= −𝜕𝐵
(︀
𝜕𝐴𝜂

(0)
)︀

= 0. Hence, there exists 𝜂(1) ∈ 𝐼𝑛−1 �Λ𝐽
0 such that

𝜕𝐴𝜂
(1) = 𝜕𝐵𝜂

(0). Similarly, there exists 𝜂(2) ∈ 𝐼𝑛−2 �Λ 𝐽
1 such that 𝜕𝐴𝜂

(2) = 𝜕𝐵𝜂
(1).

Proceeding in this fashion, we arrive at an element 𝜂(𝑛+1) ∈ 𝐴�Λ𝐽
𝑛, which represents 𝜂

by construction.

We apply this construction in the following setting. Here is the dual version of Theo-
rem 6.1:

Theorem 6.6. There is an isomorphism of k-coalgebras
𝐻*(𝒵𝒦; k) ∼= Cotork⟨𝑥1,...,𝑥𝑚⟩(︀k⟨𝒦⟩,k)︀.

The coalgebra Cotork⟨𝑚⟩(k⟨𝒦⟩, k) can be computed using the dual version of the Koszul
resolution.

Construction 6.7 (Koszul complex of the face coalgebra). The Koszul resolution for the
k⟨𝑚⟩-comodule k is defined as the acyclic differential graded coalgebra(︀

k⟨𝑥1, . . . , 𝑥𝑚⟩ ⊗ Λ⟨𝑦1, . . . , 𝑦𝑚⟩, 𝜕k
)︀
, 𝜕k =

∑︁
𝑖

𝜕

𝜕𝑥𝑖
⊗ 𝑦𝑖.

After cotensoring with k⟨𝒦⟩ we obtain the Koszul complex
(︀
k⟨𝒦⟩ ⊗ Λ⟨𝑦1, . . . , 𝑦𝑚⟩, 𝜕k

)︀
,

whose homology is Cotork⟨𝑚⟩(k⟨𝒦⟩,k).
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The relationship between the cellular chain complex of 𝒵𝒦 and the Koszul complex of
k⟨𝒦⟩ is described by the following dualisation of Theorem 6.2.

Theorem 6.8. There is an inclusion of chain complexes

𝒞*(𝒵𝒦)→
(︀
k⟨𝒦⟩ ⊗ Λ⟨𝑦1, . . . , 𝑦𝑚⟩, 𝜕k

)︀
, κ(𝐽, 𝐼) ↦→ 𝑥𝐼 ⊗ 𝑦𝐽

inducing an isomorphism in homology:

𝐻*(𝒵𝒦;k) ∼= 𝐻
(︀
k⟨𝒦⟩ ⊗ Λ⟨𝑦1, . . . , 𝑦𝑚⟩, 𝜕k

)︀
= Cotork⟨𝑥1,...,𝑥𝑚⟩(︀k⟨𝒦⟩, k)︀.

On the other hand, Cotork⟨𝑚⟩(k⟨𝒦⟩, k) can be computed using the dual version of the
Taylor resolution for the k⟨𝑚⟩-comodule k⟨𝒦⟩.

Construction 6.9 (Taylor resolution for comodules). Given a set of monomials m1, . . . ,m𝑡,
we describe a cofree resolution of the k⟨𝑚⟩-comodule 𝐶(m1, . . . ,m𝑡).

For each 𝑠 = 0, . . . , 𝑡, let 𝐼𝑠 be a cofree k⟨𝑚⟩-comodule of rank
(︀
𝑚
𝑠

)︀
with basis {𝑒𝐽}

indexed by subsets 𝐽 ⊂ {1, . . . , 𝑡} of cardinality 𝑠. The differential 𝜕 : 𝐼𝑠 → 𝐼𝑠+1 is defined
by

𝜕(𝑥𝛼1
1 · · ·𝑥

𝛼𝑚
𝑚 𝑒𝐽) =

∑︁
𝑗 /∈𝐽

sign(𝑗, 𝐽)
𝑥𝛼1
1 · · ·𝑥

𝛼𝑚
𝑚 m𝐽

m𝐽∪{𝑗}
𝑒𝐽∪{𝑗}.

Here we assume that
𝑥
𝛼1
1 ···𝑥𝛼𝑚

𝑚 m𝐽

m𝐽∪{𝑗}
is zero if it is not a monomial. The resulting complex

𝑇 ′(m1, . . . ,m𝑡) : 0→ 𝐼0 → 𝐼1 → · · · → 𝐼𝑡 → 0

is called the Taylor resolution of the k⟨𝑚⟩-comodule 𝐶(m1, . . . ,m𝑡). The proof that it is
indeed a resolution is given in Theorem A.1.

Construction 6.10 (Taylor complex of the face coalgebra). Let k⟨𝒦⟩ = 𝐶
(︀
𝑥𝐽 | 𝐽 ∈

MF(𝒦)
)︀

be the face coalgebra of a simplicial complex 𝒦. In this case it is convenient to
view the 𝑠-th term 𝐼𝑠 in the Taylor resolution as the cofree k⟨𝑚⟩-comodule with basis
consisting of exterior monomials 𝑤𝐽1 ∧ · · · ∧ 𝑤𝐽𝑠 , where 𝐽1, . . . , 𝐽𝑠 are different missing
faces of 𝒦. The differential then takes the form

𝜕k⟨𝒦⟩(𝑥
𝛼1
1 · · ·𝑥

𝛼𝑚
𝑚 ·𝑤𝐽1 ∧ · · · ∧𝑤𝐽𝑠) =

∑︁
𝐽 ̸=𝐽1,...,𝐽𝑠

𝑥𝛼1
1 · · ·𝑥

𝛼𝑚
𝑚

𝑥(𝐽1∪···∪𝐽𝑠∪𝐽)∖(𝐽1∪···∪𝐽𝑠)
·𝑤𝐽 ∧𝑤𝐽1 ∧ · · · ∧𝑤𝐽𝑠

(the sum is taken over missing faces 𝐽 ∈ MF(𝒦) different from 𝐽1, . . . , 𝐽𝑠).
After cotensoring with k over k⟨𝑚⟩ we obtain the Taylor complex of k⟨𝒦⟩ calculating

Cotork⟨𝑥1,...,𝑥𝑚⟩(︀k⟨𝒦⟩,k)︀. Its (−𝑠)th graded component is a free k-module with basis of
exterior monomials 𝑤𝐽1 ∧ · · · ∧𝑤𝐽𝑠 , where 𝐽1, . . . , 𝐽𝑠 are different missing faces of 𝒦. The
differential is given by

𝜕k⟨𝒦⟩(𝑤𝐽1 ∧ · · · ∧ 𝑤𝐽𝑠) =
∑︁

𝐽⊂𝐽1∪···∪𝐽𝑠

𝑤𝐽 ∧ 𝑤𝐽1 ∧ · · · ∧ 𝑤𝐽𝑠

(the sum is over missing faces 𝐽 ⊂ 𝐽1 ∪ · · · ∪ 𝐽𝑠 different from any of the 𝐽1, . . . , 𝐽𝑠).

We therefore have two methods of calculating 𝐻*(𝒵𝒦) = Cotork⟨𝑥1,...,𝑥𝑚⟩(︀k⟨𝒦⟩,k)︀: by
resolving k (Koszul resolution) or by resolving k⟨𝒦⟩ (Taylor resolution). The two resulting
complexes are related by the chain of quasi-isomorphisms (6.3) and Construction 6.5.

Example 6.11. Let 𝒦 be the substitution complex 𝜕∆
(︀
𝜕∆(1, 2, 3), 4, 5

)︀
, see Figure 1.

After tensoring the Taylor resolution for Z⟨𝒦⟩ with Z we obtain the following complex:
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Z Z4 Z6 Z4

Z

1 ↦→ 0 𝑤123 ↦→ 0

𝑤145 ↦→ 0

𝑤245 ↦→ 0

𝑤345 ↦→ 0

𝑤123 ∧ 𝑤145 ↦→ 𝑤123 ∧ 𝑤145 ∧ 𝑤245 + 𝑤123 ∧ 𝑤145 ∧ 𝑤345

𝑤123 ∧ 𝑤245 ↦→ −𝑤123 ∧ 𝑤145 ∧ 𝑤245 + 𝑤123 ∧ 𝑤245 ∧ 𝑤345

𝑤123 ∧ 𝑤345 ↦→ −𝑤123 ∧ 𝑤145 ∧ 𝑤345 − 𝑤123 ∧ 𝑤245 ∧ 𝑤345

𝑤145 ∧ 𝑤245 ↦→ 0

𝑤145 ∧ 𝑤345 ↦→ 0

𝑤245 ∧ 𝑤345 ↦→ 0

−𝑤123 ∧ 𝑤145 ∧ 𝑤245 ∧ 𝑤345 ← [ 𝑤123 ∧ 𝑤145 ∧ 𝑤245

𝑤123 ∧ 𝑤145 ∧ 𝑤245 ∧ 𝑤345 ← [ 𝑤123 ∧ 𝑤145 ∧ 𝑤345

−𝑤123 ← [ 𝑤145 ∧ 𝑤245 ∧ 𝑤345 ← [ 𝑤123 ∧ 𝑤245 ∧ 𝑤345

𝑤123 ∧ 𝑤145 ∧ 𝑤245 ∧ 𝑤345 ← [ 𝑤145 ∧ 𝑤245 ∧ 𝑤345

We see that homology of this complex agrees with homology of the wedge (𝑆5)∨4∨(𝑆6)∨3∨
𝑆7 ∨ 𝑆8, in accordance with Example 5.4.

7. Higher Whitehead products and Taylor resolution

Given an iterated higher Whitehead product 𝑤, Lemma 3.2 gives a canonical cellular
cycle representing the Hurewicz image of 𝑤. By Theorem 6.8, this cellular cycle can be
viewed as a cycle in the Koszul complex calculating Cotork⟨𝑚⟩(︀k⟨𝒦⟩,k)︀. Here we use
Construction 6.5 to describe a canonical cycle representing an iterated higher Whitehead
product 𝑤 in the coalgebraic Taylor resolution. This gives a new criterion for the realis-
ability of 𝑤.

Theorem 7.1. Let 𝑤 be a nested iterated higher Whitehead product

(7.1) 𝑤 =
[︁[︀
. . .
[︀
[𝜇𝑖11 , . . . , 𝜇𝑖1𝑝1 ], 𝜇𝑖21 , . . . , 𝜇𝑖2𝑝2

]︀
, . . .

]︀
, 𝜇𝑖𝑛1 , . . . , 𝜇𝑖𝑛𝑝𝑛

]︁
.

Then the Hurewicz image ℎ(𝑤) ∈ 𝐻*(𝒵𝒦) = CotorZ⟨𝑚⟩(Z⟨𝒦⟩,Z) is represented by the
following cycle in the Taylor complex of Z⟨𝒦⟩

(7.2)
𝑛⋀︁
𝑘=1

(︃ ∑︁
𝐽∈MF(𝒦)

𝐽∖
(︀𝑛−𝑘⋃︀
𝑗=1

𝐼𝑗

)︀
=𝐼𝑛−𝑘+1

𝑤𝐽

)︃
,

where 𝐼𝑘 = {𝑖𝑘1, . . . , 𝑖𝑘𝑝𝑘}.

Proof. Recall from Construction 2.4 that for a given pair of non-intersecting index sets
𝐼 = {𝑖1, . . . , 𝑖𝑠} and 𝐽 = {𝑗1, . . . , 𝑗𝑡} we have a cell

κ(𝐽, 𝐼) = 𝐷𝑖1 · · ·𝐷𝑖𝑠𝑆𝑗1 · · ·𝑆𝑗𝑡 .

It belongs to 𝒵𝒦 whenever 𝐼 ∈ 𝒦. Using this notation we can rewrite the canonical cellular
chain ℎ𝑐(𝑤) from Lemma 3.1 as follows:

(7.3) ℎ𝑐(𝑤) =

𝑛∏︁
𝑘=1

⎛⎝ ∑︁
𝐼∈𝜕Δ(𝐼𝑘)

κ
(︀
𝐼𝑘 ∖ 𝐼, 𝐼

)︀⎞⎠ .

Here and below the sum is over maximal simplicies 𝐼 ∈ 𝜕∆(𝐼𝑘) only (otherwise the right
hand side above is not a homogeneous element).
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Now we apply Construction 6.5 to (7.3). We obtain the following zigzag of elements in
the bicomplex relating the Koszul complex with differential 𝜕Z to the Taylor complex with
differential 𝜕Z⟨𝒦⟩:

κ(∅, 𝐼1)
𝑛∏︀
𝑘=2

(︁ ∑︀
𝐼∈𝜕Δ(𝐼𝑘)

κ
(︀
𝐼𝑘 ∖ 𝐼, 𝐼

)︀)︁ 𝑛∏︀
𝑘=1

(︁ ∑︀
𝐼∈𝜕Δ(𝐼𝑘)

κ
(︀
𝐼𝑘 ∖ 𝐼, 𝐼

)︀)︁

𝑛∏︀
𝑘=2

(︁ ∑︀
𝐼∈𝜕Δ(𝐼𝑘)

κ
(︀
𝐼𝑘 ∖ 𝐼, 𝐼

)︀)︁
𝑤𝐼1κ(∅, 𝐼2)

𝑛∏︀
𝑘=3

(︁ ∑︀
𝐼∈𝜕Δ(𝐼𝑘)

κ
(︀
𝐼𝑘 ∖ 𝐼, 𝐼

)︀)︁
𝑤𝐼1

𝑛∏︀
𝑘=3

(︁ ∑︀
𝐼∈𝜕Δ(𝐼𝑘)

κ
(︀
𝐼𝑘 ∖ 𝐼, 𝐼

)︀)︁(︁ ∑︀
(𝐽∖𝐼1)=𝐼2

𝑤𝐽

)︁
∧ 𝑤𝐼1· · ·

𝜕Z

𝜕Z⟨𝒦⟩

𝜕Z

𝜕Z⟨𝒦⟩

𝜕Z

It ends up precisely at element (7.2) in the Taylor complex. �

Example 7.2. Once again consider the complex 𝒦 = 𝜕∆(𝜕∆(1, 2, 3), 4, 5) shown in Fig-
ure 1. We have 𝒵𝒦 ≃ (𝑆5)∨4 ∨ (𝑆6)∨3 ∨ 𝑆7 ∨ 𝑆8 by [Ab, Example 5.4], and each sphere is
a Whitehead product. These Whitehead products together with the representing cycles
in the Koszul and Taylor complexes are shown in Table 1 for each sphere.

Whitehead product Koszul (cellular) cycle Taylor cycle

[𝜇1, 𝜇2, 𝜇3] 𝐷1𝐷2𝑆3 +𝐷1𝑆2𝐷3 + 𝑆1𝐷2𝐷3 𝑤123

[𝜇1, 𝜇4, 𝜇5] 𝐷1𝐷4𝑆5 +𝐷1𝑆4𝐷5 + 𝑆1𝐷4𝐷5 𝑤145

[𝜇2, 𝜇4, 𝜇5] 𝐷2𝐷4𝑆5 +𝐷2𝑆4𝐷5 + 𝑆2𝐷4𝐷5 𝑤245

[𝜇3, 𝜇4, 𝜇5] 𝐷3𝐷4𝑆5 +𝐷3𝑆4𝐷5 + 𝑆3𝐷4𝐷5 𝑤345[︀
[𝜇1, 𝜇4, 𝜇5], 𝜇2

]︀
(𝐷1𝐷4𝑆5 +𝐷1𝑆4𝐷5 + 𝑆1𝐷4𝐷5)𝑆2 𝑤245 ∧ 𝑤145[︀

[𝜇1, 𝜇4, 𝜇5], 𝜇3

]︀
(𝐷1𝐷4𝑆5 +𝐷1𝑆4𝐷5 + 𝑆1𝐷4𝐷5)𝑆3 𝑤345 ∧ 𝑤145[︀

[𝜇2, 𝜇4, 𝜇5], 𝜇3

]︀
(𝐷2𝐷4𝑆5 +𝐷2𝑆4𝐷5 + 𝑆2𝐷4𝐷5)𝑆3 𝑤345 ∧ 𝑤245[︀[︀

[𝜇1, 𝜇4, 𝜇5], 𝜇2

]︀
𝜇3

]︀
(𝐷1𝐷4𝑆5 +𝐷1𝑆4𝐷5 + 𝑆1𝐷4𝐷5)𝑆2𝑆3 (𝑤123 + 𝑤345) ∧ 𝑤245 ∧ 𝑤145[︀

[𝜇1, 𝜇2, 𝜇3], 𝜇4, 𝜇5

]︀
(𝐷1𝐷2𝑆3 +𝐷1𝑆2𝐷3 + 𝑆1𝐷2𝐷3)(𝐷4𝑆5 + 𝑆4𝐷5) (𝑤145 + 𝑤245 + 𝑤345) ∧ 𝑤123

Table 1. Koszul and Taylor cycles representing Whitehead products

An important feature of the Taylor cycle (7.2) is that it has the form of a product of
sums of generators 𝑤𝐽 corresponding to missing faces, and the rightmost factor is a single
generator 𝑤𝐼1 . This can be seen in the right column of Table 1. Below we give an example
of a Taylor cycle which does not have this form. It corresponds to a sphere which is not a
Whitehead product, although the corresponding 𝒵𝒦 is a wedge of spheres. This example
was discovered in [Ab, S7].
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Example 7.3. Consider the simplicial complex

𝒦 = 𝜕∆
(︀
𝜕∆(1, 2, 3), 4, 5, 6

)︀
∪∆(1, 2, 3)

=
(︀
𝜕∆(1, 2, 3) * 𝜕∆(4, 5, 6)

)︀
∪∆(1, 2, 3) ∪∆(4, 5, 6).

We have 𝒵𝒦 ≃ (𝑆7)∨6 ∨ (𝑆8)∨6 ∨ (𝑆9)∨2 ∨ 𝑆10, see [Ab, Proposition 7.1]. Here is the
staircase diagram of Construction 6.5 relating the Koszul and Taylor cycles corresponding
to 𝑆10:

𝐷1𝐷2𝐷3(𝐷4𝐷5𝑆6 +𝐷4𝑆5𝐷6 + 𝑆4𝐷5𝐷6)

(𝐷1𝐷2𝑆3 +𝐷1𝑆2𝐷3 + 𝑆1𝐷2𝐷3)(𝐷4𝐷5𝑆6 +𝐷4𝑆5𝐷6 + 𝑆4𝐷5𝐷6)

(𝐷5𝑆6 + 𝑆5𝐷6)𝑤1234 + (𝐷4𝑆6 + 𝑆4𝐷6)𝑤1235 + (𝐷4𝑆5 + 𝑆4𝐷5)𝑤1236

𝐷5𝐷6𝑤1234 +𝐷4𝐷6𝑤1235 +𝐷4𝐷5𝑤1236

−(𝑤1234 + 𝑤1235 + 𝑤1236) ∧ (𝑤1456 + 𝑤2456 + 𝑤3456)

𝜕Z

𝜕Z⟨𝒦⟩

𝜕Z

𝜕Z⟨𝒦⟩

We see that the Taylor cycle does not have a factor consisting of a single generator 𝑤𝐽 .
This reflects the fact that the sphere 𝑆10 in the wedge is not an iterated higher Whitehead
product, see [Ab, Proposition 7.2].

Using the same argument as in the proof of Theorem 7.1, we can write down the Taylor
cycle representing the Hurewicz image of an arbitrary iterated higher Whitehead product,
not only a nested one. The general form of the answer is rather cumbersome though.
Instead of writing a general formula, we illustrate it on an example.

Example 7.4. Consider the substitution complex 𝒦 = 𝜕∆
(︀
𝜕∆(1, 2, 3), 𝜕∆(4, 5, 6), 7, 8

)︀
.

By Theorem 5.1, it realises the Whitehead product 𝑤 =
[︀
[𝜇1, 𝜇2, 𝜇3], [𝜇4, 𝜇5, 𝜇6], 𝜇7, 𝜇8

]︀
.

From the description of the missing faces in Definition 4.1 we obtain

MF(𝒦) =
{︀

∆(1, 2, 3),∆(4, 5, 6),∆(1, 4, 7, 8),∆(1, 5, 7, 8),∆(1, 6, 7, 8),

∆(2, 4, 7, 8),∆(2, 5, 7, 8),∆(2, 6, 7, 8),∆(3, 4, 7, 8),∆(3, 5, 7, 8),∆(3, 6, 7, 8)
}︀
.

Applying Construction 6.5 to the canonical cellular cycle

ℎ𝑐(𝑤) = (𝐷1𝐷2𝑆3 +𝐷1𝑆2𝐷3 + 𝑆1𝐷2𝐷3)(𝐷4𝐷5𝑆6 +𝐷4𝑆5𝐷6 + 𝑆4𝐷5𝐷6)(𝐷7𝑆8 + 𝑆7𝐷8)

we obtain the corresponding cycle in the Taylor complex:

(𝑤1478 + 𝑤1578 + 𝑤1678 + 𝑤2478 + 𝑤2578 + 𝑤2678 + 𝑤3478 + 𝑤3578 + 𝑤3678) ∧ 𝑤456 ∧ 𝑤123.

Appendix A. Proof of Taylor’s theorem

Here we prove that the complex 𝑇 (m1, . . . ,m𝑡) introduced in Construction 6.4 is a free
resolution and the complex 𝑇 ′(m1, . . . ,m𝑡) from Construction 6.9 is a cofree resolution.
In the case of modules, the argument was outlined in [Ei, Exercise 17.11] (see also [HH,
Theorem 7.1.1]). The comodule case is obtained by dualisation.

Theorem A.1.

(a) 𝑇 (m1, . . . ,m𝑡) is a free resolution of the k[𝑚]-module k[𝑚]/(m1, . . . ,m𝑡).
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(b) 𝑇 ′(m1, . . . ,m𝑡) is a cofree resolution of the k⟨𝑚⟩-comodule 𝐶(m1, . . . ,m𝑡).

Proof. Denote n𝑖 = m𝑖
gcd(m𝑖,m𝑡)

. Then we have1 (m1, . . . ,m𝑡−1 : m𝑡) = (n1, . . . , n𝑡−1).

In the case of modules, there is a short exact sequence

0→ k[𝑚]/(n1, . . . , n𝑡−1)
·m𝑡−−→ k[𝑚]/(m1, . . . ,m𝑡−1)→ k[𝑚]/(m1, . . . ,m𝑡)→ 0.

Assume by induction that 𝑇 (m1, . . . ,m𝑡−1) is a resolution. Consider the injective morphism

𝜙 : k[𝑚]/(n1, . . . , n𝑡−1)
·m𝑡−→ k[𝑚]/(m1, . . . ,m𝑡−1)

and the induced morphism of resolutions̃︀𝜙 : 𝑇 (n1, . . . , n𝑡−1)→ 𝑇 (m1, . . . ,m𝑡−1).

The proof consists of three lemmata, proved separately below. By Lemma A.4, the complex
𝑇 (m1, . . . ,m𝑡) can be identified with the cone of the morphism ̃︀𝜙. Then Lemma A.2 implies
that 𝑇 (m1, . . . ,m𝑡) is a resolution for k[𝑚]/(m1, . . . ,m𝑡).

Similarly, in the comodule case we consider the short exact sequence of comodules

0→ 𝐶(m1, . . . ,m𝑡)→ 𝐶(m1, . . . ,m𝑡−1)
· 1
m𝑡−−→ 𝐶(n1, . . . , n𝑡−1)→ 0,

use induction, and apply the lemmata below. �

Lemma A.2.

(a) Let 𝜙 : 𝑉 → 𝑉 be an injective morphism of modules. Let �̄�∙ → 𝑉 and 𝑈∙ → 𝑉 be
resolutions. Then the cone 𝐶(̃︀𝜙) of the induced morphism of resolutions ̃︀𝜙 : �̄�∙ → 𝑈∙
is a resolution for 𝑉/𝜙(𝑉 ).

(b) Let 𝜙′ : 𝐴→ 𝐴 be a surjective morphism of comodules. Let 𝐴→ 𝐵∙ and 𝐴→ �̄�∙ be
resolutions. Then the cocone 𝐶 ′(̃︀𝜙′) of the induced morphism of resolutions ̃︀𝜙′ : 𝐵∙ →
�̄�∙ is a resolution for ker(𝜙′ : 𝐴→ 𝐴).

Proof. Consider the homology long exact sequence associated with the cone 𝐶(̃︀𝜙):

· · · −→ 𝐻1(𝑈∙) −→ 𝐻1(𝐶(̃︀𝜙)) −→ 𝐻0(�̄�∙) −→ 𝐻0(𝑈∙) −→ 𝐻0(𝐶(̃︀𝜙)) → 0

‖ ‖ ‖ ‖
0 𝑉

𝜙−→ 𝑉 −→ 𝑉/𝜙(𝑉 ) → 0

Injectivity of 𝜙 : 𝑉 → 𝑉 implies that 𝐻1(𝐶(̃︀𝜙)) = 0. Vanishing of the higher homology
groups 𝐻𝑖

(︀
𝐶(̃︀𝜙)

)︀
, 𝑖 > 1, follows from the exactness. Hence, 𝐶(̃︀𝜙) is a resolution for

𝐻0(𝐶(̃︀𝜙)) ∼= 𝑉/𝜙(𝑉 ).
The comodule case is proved by straightforward dualisation. �

Lemma A.3.

(a) The morphism ̃︀𝜙 : 𝑇 (n1, . . . , n𝑡−1)→ 𝑇 (m1, . . . ,m𝑡−1) is given by

̃︀𝜙(𝑒𝐽) =
m𝐽∪{𝑡}

m𝐽
𝑒𝐽 , 𝐽 ⊂ {1, . . . , 𝑡− 1}.

(b) The morphism ̃︀𝜙′ : 𝑇 ′(m1, . . . ,m𝑡−1)→ 𝑇 ′(n1, . . . , n𝑡−1) is given by

̃︀𝜙′(𝑥𝛼1
1 · · ·𝑥

𝛼𝑚
𝑚 𝑒𝐽) =

m𝐽

m𝐽∪{𝑡}
𝑥𝛼1
1 · · ·𝑥

𝛼𝑚
𝑚 𝑒𝐽 , 𝐽 ⊂ {1, . . . , 𝑡− 1}.

Proof. We need to show that the described maps commute with the differentials, as this
property defines a morphism of resolutions uniquely.

For (a), denote 𝑇 (n1, . . . , n𝑡−1) = {𝐹∙, 𝑑} and 𝑇 (m1, . . . ,m𝑡−1) = {𝐹∙, 𝑑}. Recall that 𝐹∙
has basis {𝑒𝐽} indexed by subsets 𝐽 ⊂ {1, . . . , 𝑡− 1}, and denote the corresponding basis
elements of 𝐹∙ by 𝑒𝐽 . The required property follows by considering the diagram

1Given ideals ℐ,𝒥 in a commutative ring 𝑅, the ideal quotient is defined as (ℐ : 𝒥 ) = {𝑓 ∈ 𝑅 | 𝑓𝒥 ⊂ ℐ}.



20 SEMYON ABRAMYAN AND TARAS PANOV

𝐹𝑠 𝐹𝑠−1

𝑒𝐽
∑︀
𝑗∈𝐽

sign(𝑗, 𝐽) n𝐽
n𝐽∖{𝑗}

𝑒𝐽∖{𝑗}

∑︀
𝑗∈𝐽

sign(𝑗, 𝐽) n𝐽
n𝐽∖{𝑗}

m(𝐽∖{𝑗})∪{𝑡}
m𝐽∖{𝑗}

𝑒𝐽∖{𝑗}

m𝐽∪{𝑡}
m𝐽

𝑒𝐽
∑︀
𝑗∈𝐽

sign(𝑗, 𝐽) m𝐽
m𝐽∖{𝑗}

m𝐽∪{𝑡}
m𝐽

𝑒𝐽∖{𝑗}

𝐹𝑠 𝐹𝑠−1.

𝑑

̃︀𝜙 ̃︀𝜙

𝑑

̃︀𝜙
̃︀𝜙

𝑑

𝑑

Here we used the identity
m𝐽∪{𝑡}

m(𝐽∖{𝑗})∪{𝑡}
=

n𝐽
n𝐽∖{𝑗}

,

which follows from the defintion of n𝑖.
Statement (b) is proved by dualisation. �

Lemma A.4. Up to a sign in the differentials,

(a) the cone complex 𝐶(̃︀𝜙) is isomorphic to 𝑇 (m1, . . . ,m𝑡);
(b) the cocone complex 𝐶 ′(̃︀𝜙′) is isomorphic to 𝑇 ′(m1, . . . ,m𝑡).

Proof. For (a), we denote 𝑇 (n1, . . . , n𝑡−1) = {𝐹∙, 𝑑}, 𝑇 (m1, . . . ,m𝑡−1) = {𝐹∙, 𝑑} and

𝑇 (m1, . . . ,m𝑡) = { ̃︀𝐹∙, ̃︀𝑑}.
We shall define a morphism 𝜓 : 𝐶(̃︀𝜙) → 𝑇 (m1, . . . ,m𝑡), that is, 𝜓 : 𝐹𝑠 ⊕ 𝐹𝑠+1 → ̃︀𝐹𝑠+1

commuting with the differentials. As 𝐹∙ is a subcomplex of both 𝐶(̃︀𝜙) and ̃︀𝐹∙, we define
𝜓 on 𝑒𝐽 ∈ 𝐹𝑠+1 by 𝜓(𝑒𝐽) = ̃︀𝑒𝐽 . Now we define 𝜓 on 𝑒𝐽 ∈ 𝐹𝑠 by the formula 𝜓(𝑒𝐽) =̃︀𝑒𝐽∪{𝑡}. The following diagram shows that the resulting map 𝜓 indeed commutes with the
differentials:

𝐹𝑠 ⊕ 𝐹𝑠+1 𝐹𝑠−1 ⊕ 𝐹𝑠

𝑒𝐽
m𝐽∪{𝑡}
m𝐽

𝑒𝐽 −
∑︀
𝑗∈𝐽

sign(𝑗, 𝐽) n𝐽
n𝐽∖{𝑗}

𝑒𝐽∖{𝑗}

±̃︀𝑒𝐽∪{𝑡} m𝐽∪{𝑡}
m𝐽

̃︀𝑒𝐽 ± ∑︀
𝑗∈𝐽

sign(𝑗, 𝐽) n𝐽
n𝐽∖{𝑗}

̃︀𝑒(𝐽∖{𝑗})∪{𝑡}
̃︀𝐹𝑠+1

̃︀𝐹𝑠.

𝑑𝐶(̃︀𝜙)

𝜓 𝜓

̃︀𝜙−𝑑
𝜓

𝜓

̃︀𝑑

̃︀𝑑
Thus, 𝜓 defines a morphism 𝐶(̃︀𝜙)→ 𝑇 (m1, . . . ,m𝑡), which is clearly an isomorphism.

For (b), we use the notation 𝑇 ′(n1, . . . , n𝑡−1) = {𝐼∙, 𝜕}, 𝑇 ′(m1, . . . ,m𝑡−1) = {𝐼∙, 𝜕}, and

𝑇 ′(m1, . . . ,m𝑡) = {̃︀𝐼∙, ̃︀𝜕}.
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We define 𝜓′ : 𝑇 ′(m1, . . . ,m𝑡)→ 𝐶 ′(̃︀𝜙), that is, 𝜓′ : ̃︀𝐼𝑠 → 𝐼𝑠 ⊕ 𝐼𝑠−1 by the formula

𝜓′(𝑥𝛼1
1 · · ·𝑥

𝛼𝑚
𝑚 ̃︀𝑒𝐽) =

{︃
(−1|𝐽 |−1𝑥𝛼1

1 · · ·𝑥
𝛼𝑚
𝑚 𝑒𝐽∖{𝑡}, for 𝑡 ∈ 𝐽,

(−1)|𝐽 |𝑥𝛼1
1 · · ·𝑥

𝛼𝑚
𝑚 𝑒𝐽 , for 𝑡 /∈ 𝐽 .

We need to check that 𝜓′ commutes with the differentials. For 𝑡 ∈ 𝐽 we have

𝑥𝛼1
1 · · ·𝑥

𝛼𝑚
𝑚 ̃︀𝑒𝐽 ∑︀

𝑗 /∈𝐽
sign(𝑗, 𝐽)

𝑥
𝛼1
1 ···𝑥𝛼𝑚

𝑚 m𝐽

m𝐽∪{𝑗}
̃︀𝑒𝐽∪{𝑗}

(−1)|𝐽 |−1𝑥𝛼1
1 · · ·𝑥

𝛼𝑚
𝑚 𝑒𝐽∖{𝑡} (−1)|𝐽 |−1

∑︀
𝑗 /∈𝐽

sign(𝑗, 𝐽)
𝑥
𝛼1
1 ···𝑥𝛼𝑚

𝑚 n𝐽
n𝐽∪{𝑗}

𝑒𝐽∪{𝑗}∖{𝑡}.

̃︀𝜕
𝜓′

−𝜓′

𝜕

For 𝑡 /∈ 𝐽 we have

𝑥𝛼1
1 · · ·𝑥

𝛼𝑚
𝑚 ̃︀𝑒𝐽 ∑︀

𝑗 /∈𝐽, 𝑗 ̸=𝑡
sign(𝑗, 𝐽)

𝑥
𝛼1
1 ···𝑥𝛼𝑚

𝑚 m𝐽

m𝐽∪{𝑗}
̃︀𝑒𝐽∪{𝑗} + (−1)|𝐽 |

𝑥
𝛼1
1 ···𝑥𝛼𝑚

𝑚 m𝐽

m𝐽∪{𝑡}
̃︀𝑒𝐽∪{𝑡}

𝑥𝛼1
1 · · ·𝑥

𝛼𝑚
𝑚 𝑒𝐽 −

∑︀
𝑗 /∈𝐽, 𝑗 ̸=𝑡

sign(𝑗, 𝐽)
𝑥
𝛼1
1 ···𝑥𝛼𝑚

𝑚 m𝐽

m𝐽∪{𝑗}
𝑒𝐽∪{𝑗} +

𝑥
𝛼1
1 ···𝑥𝛼𝑚

𝑚 m𝐽

m𝐽∪{𝑡}
𝑒𝐽 ;

̃︀𝜕
𝜓′

𝜓′

−𝜕+̃︀𝜙′

We therefore obtain the required isomorphism 𝜓′ : 𝑇 ′(m1, . . . ,m𝑡)→ 𝐶 ′(̃︀𝜙). �
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[GT] Grbić, Jelena; Theriault, Stephen. Homotopy theory in toric topology. Russian Math. Surveys 71
(2016), no. 2, 185–251.

[Ha] Hardie, Keith A. Higher Whitehead products. Quart. J. Math. Oxford Ser. (2) 12 (1961), 241–249.
[HH] Herzog, Jürgen; Hibi, Takayuki. Monomial Ideals. Graduate Texts in Mathematics, 260. Springer-

Verlag London, Ltd., London, 2011
[IK1] Iriye, Kouyemon; Kishimoto, Daisuke. Polyhedral products for shifted complexes and higher White-

head products. arXiv:1505.04892.
[IK2] Iriye, Kouyemon; Kishimoto, Daisuke. Whitehead products in moment-angle complexes.

arXiv:1807.00087.

http://arxiv.org/abs/1011.0094
http://arxiv.org/abs/1505.04892
http://arxiv.org/abs/1807.00087


22 SEMYON ABRAMYAN AND TARAS PANOV

[Pa] Panov, Taras. Geometric structures on moment-angle manifolds. Uspekhi Mat. Nauk 68 (2013),
no. 3, 111–186 (Russian); Russian Math. Surveys 68 (2013), no. 3, 503–568 (English translation).

[PR] Panov, Taras; Ray, Nigel. Categorical aspects of toric topology. In: Toric Topology, M. Harada et
al., eds. Contemp. Math., 460. Amer. Math. Soc., Providence, RI, 2008, pp. 293–322.

[Po] Porter, Gerald J. Higher-order Whitehead products. Topology 3 (1965), 123–135.
[WZ] Wang, Xiangjun; Zheng, Qibing. The homology of simplicial complements and the cohomology of

polyhedral products. Forum Math. 27 (2015), no. 4, 2267–2299.
[Wi] Williams, Frank D. Higher Samelson products. J. Pure Appl. Algebra 2 (1972), 249–260.

AG Laboratory, HSE, 6 Usacheva str., Moscow, Russia, 119048
Email address: semyon.abramyan@gmail.com

Department of Mathematics and Mechanics, Lomonosov Moscow State University, Lenin-
skie gory, 119991 Moscow, Russia;
Institute for Information Transmission Problems, Russian Academy of Sciences, Moscow;
Institute of Theoretical and Experimental Physics, Moscow
Email address: tpanov@mech.math.msu.su


	1. Introduction
	2. Preliminaries
	3. The Hurewicz image of a higher Whitehead product
	4. Substitution of simplicial complexes
	5. Realisation of higher Whitehead products
	6. Resolutions of the face coalgebra
	7. Higher Whitehead products and Taylor resolution
	Appendix A. Proof of Taylor's theorem
	References

